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Background: Process performance measures are increasingly used to assess and reward hospital quality. The impact of small hospital case volumes on such measures is not clear.

Methods: Using data from the Hospital Quality Alliance, we examined hospital performance for 8 publicly reported process measures for acute myocardial infarction (AMI) from 3761 US hospitals during the reporting period of January to December 2005. For each performance measure, we examined the association between hospital case volume, process performance, and designation as a “top hospital” (performance at or above the 90% percentile score).

Results: Sample sizes available for process performance assessment varied considerably, ranging from a median of 3 patients per hospital for timely administration of thrombolytics therapy to 62 patients for aspirin given on arrival at the hospital. In aggregate, hospitals with larger AMI case volumes had better process performance; for example, use of β-blockers at arrival rose from 72% of patients at hospitals with less than 10 AMI cases to 80% of patients at hospitals with more than 100 cases ($P < .001$ for volume trend). In contrast, owing to an artifact of wide sampling variation in sites with small denominators, classification of a center as a top hospital actually declined rapidly with increasing case volume using current analytic methods ($P < .001$). This unexpected association persisted after excluding very low volume centers (<25 cases) and when using Achievable Benchmarks of Care. Using hierarchical models removed the paradoxical association but may have introduced a bias in the opposite direction.

Conclusions: Large-volume hospitals had better aggregate performance but were less likely to be identified as top hospitals. Methods that account for small and unequal denominators are needed when assessing hospital process measure performance.
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Over the past decade, performance measurement has become an integral part of the strategy to narrow the quality chasm and improve the nation’s health care. Quality measures are increasingly used by patients and payers to evaluate and compare hospitals. To encourage excellent performance, producers of reports often benchmark hospital results relative to “top medical centers,” defined as the 10% with the highest performance achieved. Hospitals designated as best-performing medical centers gain public recognition and often stand to receive direct financial rewards under pay-for-performance programs.1-3
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It is common knowledge that performance measures are subject to chance fluctuations and are more susceptible to these fluctuations when the sample sizes are small. However, the magnitude and impact of these chance fluctuations may be underestimated by users of performance measures. We speculated that existing simple ranking methods that are used in public reporting would lead to spurious inferences when identifying top hospitals. Furthermore, because the precision of a performance measure is proportional to the number of patients assessed, we conjectured that small and large hospitals would not be compared on a level playing field.

An important case study for illustrating these issues and their policy implications can be found in the US Centers for Medicare & Medicaid Services (CMS) and the Hospital Quality Alliance (HQA) Improving Care Through Information (ICTI) initiative. The HQA-ICTI initiative is a large-scale, public and private hospital collaboration that seeks to make performance information available for all acute-care nonfederal hospitals. Participating
hospitals report process-of-care measures pertaining to acute myocardial infarction (AMI), heart failure, community-acquired pneumonia, and the prevention of surgical infections. Hospitals scoring at or above the 90th percentile for a measure are described as top hospitals on their publicly available Web site.

Focusing on 8 core hospital quality indicators for AMI, we first examined the association between hospital sample sizes and observed performance on individual process-of-care quality measures. We then analyzed the association between hospital volume and the top hospital designation using a probabilistic model and actual empirical results from the HQA-ICTI initiative. Third, we examined the degree to which these associations changed if one used alternative analytic strategies including (1) deleting sites with fewer than 25 cases, (2) using the Achievable Benchmarks of Care (ABC) methods to determine benchmarks, or (3) using hierarchical models to estimate hospital performance.

**METHODS**

**DATA SOURCE AND PERFORMANCE MEASURES**

Details of the HQA-ICTI public reporting initiative and measure specifications are described elsewhere. Performance data were downloaded from the Hospital Compare Web site for the reporting period January to December 2005. We initially examined the association between case volume and process performance and performance ratings for all 20 performance measures that were reported on the Hospital Compare Web site during 2005. Given the substantial similarity in findings among these results, we ultimately used the 8 process-of-care measures for AMI to illustrate these findings. The names of these measures can be found in Table 1 and Table 2. Specific definitions and inclusion and exclusion criteria for these individual AMI measures can be found at the Hospital Compare Web site.

A hospital's score for a performance measure is defined as the percentage of eligible patients who received the indicated care process rounded to the nearest whole number. Hospitals with scores that meet or exceed the national 90th percentile are described as “top hospitals” on the Hospital Compare Web site.

**STATISTICAL ANALYSIS**

To assess the statistical precision of the selected performance measures, we first examined the distribution of hospital-specific denominators across the 8 measures and 3761 hospitals. For comparison, we also calculated the minimum sufficient denominator (MSD) for each measure using a formula suggested by Kiefe et al. The MSD for a given process measure is defined as the smallest number N such that 100% adherence attained on a denominator of N patients would be statistically different from the overall mean performance on the process measure. Kiefe et al state that when the denominator for a center falls below the MSD, including that center in the calculation of a benchmark runs the risk of distorting the overall performance and inflating the benchmark.

### Table 1. Distribution of Hospital Sample Sizes and Overall Performance for AMI Performance Measures

<table>
<thead>
<tr>
<th>Variable</th>
<th>ACE or ARB Prescribed for LSVD</th>
<th>Aspirin Given at Arrival</th>
<th>Aspirin Prescribed at Discharge</th>
<th>β-Blocker Given at Arrival</th>
<th>β-Blocker Prescribed at Discharge</th>
<th>PCI Administered Within 120 Min</th>
<th>Smoking Cessation Counseling</th>
<th>Thrombolytics Given in ≤30 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospitals, No.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-9</td>
<td>1443</td>
<td>645</td>
<td>1034</td>
<td>687</td>
<td>1001</td>
<td>158</td>
<td>1225</td>
<td>1388</td>
</tr>
<tr>
<td>10-24</td>
<td>605</td>
<td>561</td>
<td>619</td>
<td>596</td>
<td>603</td>
<td>290</td>
<td>344</td>
<td>261</td>
</tr>
<tr>
<td>25-39</td>
<td>320</td>
<td>306</td>
<td>328</td>
<td>337</td>
<td>337</td>
<td>340</td>
<td>199</td>
<td>55</td>
</tr>
<tr>
<td>40-99</td>
<td>572</td>
<td>827</td>
<td>506</td>
<td>926</td>
<td>541</td>
<td>472</td>
<td>512</td>
<td>11</td>
</tr>
<tr>
<td>≥100</td>
<td>266</td>
<td>1404</td>
<td>1156</td>
<td>1178</td>
<td>1167</td>
<td>39</td>
<td>478</td>
<td>0</td>
</tr>
<tr>
<td>Cases, No.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>3206</td>
<td>3742</td>
<td>3643</td>
<td>3724</td>
<td>3649</td>
<td>1299</td>
<td>2758</td>
<td>1715</td>
</tr>
<tr>
<td>Per hospital, median</td>
<td>13</td>
<td>62</td>
<td>31</td>
<td>53</td>
<td>33</td>
<td>33</td>
<td>14</td>
<td>3</td>
</tr>
<tr>
<td>MSD</td>
<td>20</td>
<td>75</td>
<td>80</td>
<td>43</td>
<td>66</td>
<td>9</td>
<td>19</td>
<td>7</td>
</tr>
<tr>
<td>Hospitals not meeting MSD, %</td>
<td>60</td>
<td>54</td>
<td>65</td>
<td>46</td>
<td>61</td>
<td>12</td>
<td>66</td>
<td>46</td>
</tr>
<tr>
<td>National usage rate, %</td>
<td>83</td>
<td>95</td>
<td>96</td>
<td>92</td>
<td>95</td>
<td>69</td>
<td>92</td>
<td>38</td>
</tr>
</tbody>
</table>

Abbreviations: ACE, angiotensin-converting enzyme; AMI, acute myocardial infarction; ARB, angiotensin II receptor blocker; LSVD, left systolic ventricular dysfunction; MSD, minimum sufficient denominator; PCI, percutaneous coronary intervention.
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The top hospitals were defined as those with at least 25 eligible patients. The 90th percentile of performances was calculated as the median performance of the highest 10% of hospitals. We determined benchmarks for each process measure by applying the ABC methodology to the distribution of 90th percentiles. This method uses a Bayesian estimator to reduce the influence of small sample sizes and produces a benchmark that is interpreted as “the mean of the best care achieved for at least 10% of the population.” The ABC method has the advantage of reducing the influence of small denominators while using all of the available data in the benchmark calculation rather than simply eliminating hospitals with few eligible patients.

Finally, we used a hierarchical model to calculate the empirical Bayes estimate of each hospital’s true (long-run) usage rate for each measure. Hierarchical models combine information from all hospitals when estimating the usage rate for a single hospital, thereby borrowing strength from the ensemble to obtain a more stable estimate. This approach is advocated for producing estimates that are more reliable reflections of a hospital’s likely true performance rate over time and is now becoming the standard for analysis of patient data that form clusters within hospitals. Hierarchical modeling is currently used to analyze the new mortality measures that are publicly reported on the Hospital Compare Web site. Each hospital’s estimate is “shrunk” toward the overall mean of all hospitals, with the amount of shrinkage being greater for hospitals with smaller sample sizes. This shrinkage property makes the estimates more stable and prevents wide unrealistic fluctuations in sites with small sample sizes. The national 90th percentile was calculated from the distribution of these shrunk hierarchical estimates. The top hospital classification was then based on the shrunk hierarchical estimates rather than on the raw unadjusted data.

## RESULTS

### DISTRIBUTION OF HOSPITAL-SPECIFIC SAMPLE SIZES

The number of hospitals reporting AMI measures ranged from 1299 for PCI administered within 120 minutes to 3742 for aspirin given at arrival (Table 1). The median number of patients per hospital eligible for individual process measures ranged from 3 patients per hospital for thrombolytics given within 30 minutes to 62 patients per hospital for aspirin given on arrival. For each measure, at least 32% of hospitals had fewer than 25 eligible patients. Percutaneous coronary intervention administered within 120 minutes was the only measure to have a large percentage of hospitals (88%) with sample sizes exceeding the MSD recommended by Kiefe et al. For other measures, at least 46% of hos-
pitals fell below the recommended MSD threshold. Only
the aspirin and β-blocker measures had a large percent-
age (≥30%) of hospitals with at least 100 eligible cases.
The overall national adherence rates ranged from 38%
for timely administration of thrombolytics to 96% for as-
pirin prescribed at discharge and was greater than 90%
for 5 of the 8 performance measures (Table 1).

**VOLUME-PROCESS RELATIONSHIP**

For each measure, there was a monotonically increasing
association between hospital volume category and the
percentage of patients receiving the recommended therapy (Figure 1). The magnitude of the difference in
performance between lowest vs highest volume catego-
ries varied by measure as follows: angiotensin-converting
enzyme (ACE) or angiotensin II receptor blocker
(ARB) for left systolic ventricular dysfunction, 74% vs
84%; aspirin given at arrival, 83% vs 96%; aspirin pre-
scribed at discharge, 82% vs 97%; β-blocker given at
arrival, 74% vs 94%; β-blocker prescribed at discharge,
78% vs 96%; PCI administered within 120 minutes,
56% vs 75%; smoking cessation counseling provided,
64% vs 95%; and thrombolytics given within 30 min-
utes, 20% vs 45%.

**TOP HOSPITAL BENCHMARKS**

For 6 of the 8 measures, the threshold for defining top hos-
pitals was equal to 100% (Table 2). However, the calcula-
tion of this threshold included a large number of hos-
pitals with extremely small denominators. Among hospitals
having a perfect performance on ACE inhibitors, for ex-
ample, over 30% of these hospitals attained a perfect per-
formance by successfully treating a single eligible pa-
tient. For other measures, at least 46% of hospitals that
had a perfect performance had denominators smaller than
10, and fewer than 15% of hospitals with a perfect perfor-
mance had sample sizes larger than 100. Because of the
large number of hospitals with perfect performance and
small denominators, the top hospital threshold may over-
estimate the level of performance that would be main-
tained consistently by the nation’s top hospitals if perfor-
mance was assessed on a large number of patients.

**EFFECT OF SAMPLE SIZE ON ATTAINMENT
OF TOP HOSPITAL BENCHMARK**

Ignoring the variation in sample sizes can lead to spuri-
ous and counterintuitive conclusions when raw perfor-
mance scores are used to identify top hospitals. In con-
Contrast to the directly observed, case volume–process performance relationship illustrated in Figure 1, we found an inverse association between hospital case volume and the percentage of hospitals that attained top hospital status (Figure 2). Hospitals with few eligible patients were more likely to achieve a perfect performance because there were fewer opportunities to “fail.” The association between volume and top decile performance was not limited to hospitals with fewer than 25 eligible cases. For example, hospitals with 25 to 39 eligible cases were more likely to be top hospitals for 7 of the 8 performance measures vs those centers with at least 40 cases (Figure 2).

**PROBABILITY CALCULATIONS**

Although chance variation tends to benefit small-volume hospitals when the scores are used to identify top hospitals, it would harm them if the scores were used to identify hospitals with exceptionally poor performance. Figure 3 presents probability calculations that illustrate the bias against large hospitals when perfect performance is required to be a top hospital. First, irrespective of sample size, hospitals’ likelihood of obtaining top hospital status rises as their “true process performance rate” rises, which is reassuring. However, what is less obvious but equally clear is that a hospital’s probability of being classified as an exceptional center is also strongly influenced by sample size. If 2 different hospitals have the same true underlying success rate but widely different sample sizes, the smaller hospital is more likely to meet this benchmark. For example, for 2 hospitals with the same true process performance rate of 97%, one with 10 eligible patients and the other with 200 eligible pa-
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**Figure 2.** Percentage of hospitals attaining top hospital benchmark by volume category. A, Angiotensin-converting enzyme or angiotensin II receptor blocker given for left systolic ventricular dysfunction; B, aspirin given on arrival at the hospital; C, aspirin prescribed at discharge; D, β-blocker given at arrival; E, β-blocker prescribed at discharge; F, percutaneous coronary intervention administered within 120 minutes; G, smoking cessation counseling; H, thrombolytic administered within 30 minutes.
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**Figure 3.** Probability of attaining top hospital benchmark of 100% adherence as a function of sample size and true underlying success probability.
tients, the smaller hospital will be over 300 times more likely to achieve top hospital status relative to the larger one. From another perspective, a hospital treating 50 cases and having a true performance rate of 97% would have the same probability of achieving top hospital status as a hospital treating 10 cases with a true performance of only 85%.

ALTERNATIVE BENCHMARK METHODS

One method of dealing with the issue of low case volumes is simply to exclude these from consideration when calculating top hospital ratings. However, after deleting hospitals with fewer than 25 cases, the likelihood of being a top hospital was still highest among the lowest volume hospitals (25-50 cases) for 6 of the 8 measures. Using the ABC method to determine performance benchmarks also did not change the study's main empirical results. For each measure, the proportion of hospitals meeting the ABC benchmark was greater for hospitals in the lowest category of volume compared with the highest. The calculated benchmark was equal to 100% for 1 measure (smoking cessation) and was greater than 99% for 4 additional measures (aspirin given at arrival; aspirin prescribed at discharge; β-blockers given at arrival; β-blockers prescribed at discharge) (Table 2). The developers of the ABC method do not recommend providing feedback based on ABC benchmarks when the benchmark is greater than 99% because such a measure should be regarded as a standard of care “in which case a less than perfect performance is inappropriate.” Thus, the ABC benchmark is arguably not useful for 5 of the 8 AMI process measures.

A third alternative method of dealing with the issue of low case volumes is to estimate performance using hierarchical models. These shrunken hierarchical estimates led to benchmarks that were less than 99% for all 8 process measures (Table 2). In contrast to raw estimates, there was a direct increasing association between hospital volume and the proportion of hospitals that were top hospitals (ie, ranked among the 10% best based on hierarchical estimates) (Figure 4). This increasing association between volume and top hospital classification is consistent with the volume-performance association discussed in the “Volume-Process Relationship” subsection (Figure 1).

COMMENT

Process performance assessment has become an integral part of medical practice, yet such assessments should...
be accurate in order to be meaningful. To date, little attention has been paid to the analytical challenges created by small and unequal sample sizes when measuring hospital process performance. In this study, we found that one-third of US hospitals had fewer than 25 cases for all of their CMS AMI process performance measures. As a result, their performance estimates were highly variable. Although there have been previous calls for standards for publicly reporting risk-adjusted outcome measures, our data show that the analysis and reporting of process measures is also challenging.

In this study, we found that the proportion of patients receiving evidence-based care processes at low-volume hospitals was consistently lower than the proportion receiving these processes at high-volume hospitals. This volume-performance trend was observed for each of the 8 AMI process measures and seemed to be monotonic (ie, an increasing trend) across all of the volume categories. This observation is consistent with previous studies that have demonstrated a similar direct association between higher hospital volume and lower AMI risk-adjusted mortality rates. Possible mechanisms include more experienced staff at high-volume hospitals (ie, practice makes perfect) and the allocation of resources for continued quality improvement at high-volume hospitals.

Although there seems to be a direct volume-process performance relationship for AMI process measures, the attainment of top hospital status was paradoxically much more common among low-volume sites than high-volume medical centers. This apparent paradox is due to the fact that dichotomous performance measures are subject to random variation that is inversely related to sample size. In addition, when perfect performance is required to be a top hospital, hospitals with more patients have more opportunities to experience at least 1 failure. As a result, there is an inherent bias against larger centers.

Several methods have been proposed for addressing the issue of small denominators when calculating benchmarks. One simple approach that we examined involves excluding sites with small denominators (eg, <25 eligible cases) when calculating top performance ratings. However, the disparity caused by unequal sample sizes did not disappear when the analysis was restricted to hospitals meeting the reporting threshold of 25 cases. Furthermore, the exclusion of low-volume sites would eliminate at least 32% of US medical centers from consideration as top hospitals for each of the process measures assessed.

An alternative approach to determining benchmarks, known as the ABC method, was also examined in our study. The ABC method has the advantage of reducing the influence of small denominators while using all of the available data in the benchmark calculation rather than simply eliminating hospitals with few eligible patients. In our study, we found that large hospitals were less likely to attain the ABC benchmark, despite the fact that large hospitals, as a group, had higher rates of process measure adherence. Many of the statistical nuances that contribute to this spurious association were addressed in the articles that proposed the ABC method.

Recognizing the fallibility of hospital classifications based on raw performance scores, these authors advocate a nonpunitive approach to quality improvement based on audits and feedback.

Another alternative approach to increasing the reliability of publicly reported quality measures is to estimate performance using hierarchical models. As noted in the “Alternative Benchmark Methods” subsection in the “Results” section, hierarchical models produce shrunken estimates in which the estimate for a single provider is shrunken toward the overall mean for the entire population of providers. This shrinkage property prevented the benchmarks from being artificially inflated by sites with apparently perfect performance based on an extremely small sample size. As a result, in our study, top hospital status was no longer dominated by small hospitals when conventional estimates were replaced by shrunken hierarchical estimates.

However, the “shrinkage” property of hierarchical estimates may introduce a bias in the opposite direction. Shrinkage refers to the property that each hospital’s hierarchical estimate is adjusted toward the overall mean of all hospitals. The size of this adjustment varies from hospital to hospital and is greater for hospitals with a small sample size. Because of this shrinkage adjustment, it is relatively difficult for a small-volume center to have a point estimate that is extreme enough to exceed 90% of the other hospitals, especially because large hospitals are not adjusted (shrunken) by the same amount. In our study, no hospital with fewer than 10 cases exceeded the hierarchical benchmark for use of ACE inhibitors, aspirin given at arrival, aspirin prescribed at discharge, β-blocker given at arrival, β-blocker prescribed at discharge, PCI administered within 120 minutes, or smoking cessation counseling. Thus, further research may be needed to determine the best method of classifying hospitals and to ensure that centers are compared equitably. It is possible that hospital performance within volume categories can be assessed or that hierarchical models can be modified to directly adjust for hospital volume. Other advanced statistical methods (eg, Bayesian inference, decision theory) were beyond the scope of this study but are known to offer potential advantages when classifying hospitals.

Although we focused on assessing pitfalls in the identification of top hospitals, the same issues would arise in the identification of poorly performing centers. In general, centers with a small sample size are likely to have extreme results (in either direction), owing to the luckiness or unluckiness of their limited opportunities. We focused on top hospitals because several public reporting and pay-for-performance programs currently reward top providers without explicitly penalizing poor performance.

Beyond public reporting, small and unequal sample sizes also pose challenges when performing data analysis for outcomes research (for example, studies of the association between case volumes and performance on quality measures). Researchers should account for uncertainty when estimating a hospital’s performance and use analysis techniques (such as hierarchical models) that partition variance in an appropriate manner.
In addition to hospitals, small case volumes also present challenges when measuring other units, such as nursing homes and practice groups. With the advent of the CMS Physician Quality Reporting Initiative, there is a movement toward performance reporting at the level of individual care providers. The problems described herein will naturally be more acute when data are reported separately for individuals rather than aggregated across individuals within an organization.

In conclusion, reports that ignore the size of the denominator when assessing process performance may unfairly reward or penalize hospitals and mislead consumers. In our study, larger volume hospitals had better aggregate performance, yet were less likely to be identified as top hospitals. Alternative statistical methods that account for small sample sizes may permit a fairer assessment of hospital process performance.
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